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Abstract 

Classification is widely used to determine decisions 

according to new knowledge gained from processing 

past data using algorithms. The number of attributes can 

affect the performance of an algorithm. Several data 

mining methods that are widely used for classification 

include the K-Nearest Neighbor and naïve Bayes 

algorithm. The best algorithm for one data type is not 

necessarily good for another data type. It is even possible 

that a good algorithm will be horrendous for other data 

types. To overcome this issue, this study will analyze the 

accuracy of the K-Nearest Neighbor and Naïve Bayes 

algorithms for the classification of breast cancer. So that 

patients with existing parameters can be predicted which 

are malignant and benign breast cancer. This pattern can 

be used as a diagnostic measure so that the cancer can 

be detected earlier and is expected to reduce the 

mortality rate from breast cancer. The test results using k-

fold (k-10) cross validation, followed by confusion matrix of 

455 data consisting of 284 data on cases of benign 

cancer, 171 data on malignant cancer cases, on the K-NN 

classifier were able to correctly classify 441 data with an 

accuracy rate of 0.97%, while the Naïve Bayes classifier 

was able to correctly classify 428 data with an accuracy 

rate of 0.94%. 

 
1.0 INTRODUCTION 

Breast cancer (Carcinoma mammae) is an uncontrolled growth of cells in the milk-producing 

glands (lobular), glandular ducts from the lobular to the nipple (ductus), and the supporting 

tissue of the breast that surrounds the lobules, ducts, blood vessels and lymph vessels, but 

excludes breast skin [1]. Cancer or often referred to as a tumor is generally divided into two 

types, namely benign and malignant. At a benign level, the tumor will have a noncancerous 

condition and progression, where the disease can be detected but does not spread and 

damage surrounding tissue. Meanwhile, at a malignant level, the tumor will spread and 

damage the surrounding tissues and organs [2]. Recording of cancer is often done to 

anticipate and analyze patients from an early age so that prevention can be done. By knowing 

cancer early, the handling will be easier because cancer cells have not developed further [3]. 

In general, the detection of the level of malignancy of breast cancer is by means of prognosis. 
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The prognosis is the medical team's "best guess" in determining whether or not a patient is cured 

of breast cancer. Apart from prognosis, another way is the use of bioinformatics using data 

mining techniques, because it has been proven to be able to detect the level of malignancy 

of breast cancer [4]. As information technology advances, especially in the field of artificial 

intelligence, machine learning techniques were introduced to help improve automatic 

detection capabilities. With the help of this system, the possibility of misdiagnosis made by 

medical professionals can be avoided, and medical data can be checked in a short time and 

in more detail [5]. 

 An extraction process to find information in previously unknown data is known as data mining 

[6]. Data mining uses pattern recognition techniques such as statistics and mathematics to find 

patterns from old data or cases [7]. One of the main roles of data mining is classification. 

Classification is widely used to determine decisions according to new knowledge gained from 

processing past data using algorithms. In the classification dataset, there is one objective 

attribute or it can also be called the label attribute. This attribute will be searched from new 

data on the basis of other attributes in the past. The number of attributes can affect the 

performance of an algorithm. This results in if the classification process is inaccurate, the 

researcher needs to double-check at each previous stage to look for errors. Several data 

mining methods that are widely used for classification include the K-Nearest Neighbor and 

Naïve Bayes algorithms.  In previous research, many data mining methods have been used to 

diagnose diseases using the K-NN and Naïve Bayes algorithms. As in [8] using the K-NN algorithm 

for kidney stone classification, the classification is performed using K-NN machine learning 

algorithm with the 10 nearest neighbors, where the accuracy as high as 98.17% is achieved. 

Researcher [9] performed optimization of the k parameter in the K-NN algorithm for breast 

cancer detection, the results showed that the KNN with a k value of 13 had the best accuracy 

rate of 97.28% with an error value of 1.5% and a micro value of 97,28%. Researcher [10] Naive 

Bayes classification to predict colon cancer, it achieves up to 95.24% classification accuracy, 

thus this model can be an efficient analysis tool. Researchers [11] Detection of tumor types 

using naïve bayes, the five tumor types of Gene Expression Cancer RNA-Seq Data Set on WEKA 

tool classified using Naive Bayes algorithm with a 98.7516% accuracy, 98.5% accuracy, 

98.7526% accuracy and 98.5294% accuracy by 10 -fold cross validation, 50–50% train-test, 40-

60% train-test, 66-34% train-test data partition, respectively. Based on previous studies, it shows 

that the K-NN and naïve Bayes algorithms are proven to be good at classifying. 

This study applies the K-NN and Naïve Bayes algorithms for the classification of breast cancer 

by analyzing the results of the algorithm's accuracy. The K-NN algorithm takes a data 

classification approach by optimizing sample data which can be used as a reference for 

training data to produce data classification for breast cancer based on the learning process. 

Meanwhile, the Naïve Bayes method performs a classification based on probability and the 

Bayesian theorem.  

 

2.0 THEORETICAL 

2.1. Data Mining 

Data mining is the activity of extracting important information or knowledge from a large data 

set using certain techniques. Information or knowledge generated from data mining can be 

used to improve decision making. Some preliminary steps before we enter ready-made data 

into certain data mining techniques are [12]: 

1) Data selection: selection of data sets that will be used from the existing database in 

accordance with the desired purpose  

2) Data cleansing: cleaning data from noise or outliers or data with missing value 

3) Data transformation: performs certain transformations so that data sets are ready for 

processing or can produce better analysis.  

2.2. Classification 

Classification means grouping objects based on existing groups. This classification requires 

training data that has been labeled as a group or class [12].  

Classification comes from the Latin word “classis” which is process grouping, which means 

collecting the same object or entity and separating objects or unequal entities. In general it 
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can be said that classification is the process of calculating data existing or also called training 

data with new data or testing data. This process will generate possibilities in testing data [13]. 

2.3. K-Nearest Neighbor 

K-Nearest Neighbor is a learning based algorithm where data sets training is stored, so the 

classification for new record that are not classified are obtained by comparing in to the record 

that is most similar to the training set. K-NN algorithm besides being used for classification, it also 

be used for estimation and prediction [7]. The steps K-NN algorithm:  

1) Determine the parameter k (number of closest neighbors) 

2) Calculate the distance (similarity) between all training records and new objects 

3) Sorting data based on distance value from the smallest to largest value 

4) Retrieving data of a number of k values 

5) Determining the frequency labels most often among k training records closest with object. 

 

2.4. Numerical Attribute Similarity 

In the numeric attribute there is a calculation of the distance (distance between two objects) 

that can be done with using Euclidean distance, Manhattan distance and Minkowski distance 

calculation. In this research, the written uses Euclidean distance to calculate the distance 

between two object with nominal attributes. The neighbor proximity or distance is calculated 

based on Euclidean distance with equation 1 [14]. 

 𝑑(𝑥, 𝑦) = √∑ (𝑥𝑘 − 𝑦𝑘)2𝑛
𝑘=1        () 

Information: 

 𝑑(𝑥, 𝑦)  distance between data x and data y  

 𝑥𝑘 attribute between to k from the test data (x), with k = 1, 2, … n 

 𝑦𝑘 attribute value to k from the training data (y), with k = 1, 2, … n 

After the distance or dissimilarity (d) is calculate then it is converted into similarity (s) with an 

interval between 0 and 1 1 (s 𝜖 [0, 1]) with equation 2. 

 𝑠 =  
1

1+𝑑
       () 

 

2.5. Confusion Matrix 

Confusion Matrix is a table to evaluate the performance of the identification model. Confusion 

Matrix shows the result of identification between the amount of correct prediction data and 

the number of incorrect predictive data compared to the facts produced. Table 1 shows the 

Confusion Matrix [15]. 

Table 1. Confusion Matrix 

Actual 
Prediction 

Negative Positive 

Negative a b 

Positive c d 

 

There are several terms based on Table 1. 

a) True Positive (TP) is positive data correctly indicated on the model. Calculation TP 

values can be calculated using equation 3. 

 𝑇𝑃 =  
𝑑

𝑐+𝑑
       () 
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b) False Positive (FP) is positive data incorrectly indicated on the model. Calculation FP 

values can be calculated using equation 4. 

 𝐹𝑃 =  
𝑏

𝑎+𝑏
       () 

 

c) True Negative (TN) is negative data that is correctly indicated in the model. 

Calculation TN value can be calculated using equation 5. 

 𝑇𝑁 =  
𝑎

𝑎+𝑏
       () 

d) False Negative (FN) is negative data that is incorrectly indicated in the model. 

Calculation FN values can be calculated using equation 6. 

 𝐹𝑁 =  
𝑐

𝑐+𝑑
       () 

2.6. Measurement Accuracy 

Measurement of accuracy is a step to prove the level of performance of an algorithm dataset 

used. In this research, confusion matrix is used as a performance measurement tool 

classification algorithm. Confusion matrix is a calculation that compares datasets with the 

results of the classification in accordance with the actual data with the total amount of data. 

The final result of this matrix is the level of accuracy with units of percent (%). This level of 

accuracy will be used later the researchers' reference to the performance of the classification 

algorithm. Confusion matrix contains information comparison of classification labels with actual 

labels. From table 1 you can calculate the level of accuracy from an algorithm model using 

equation 7 [16]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑎+𝑑

𝑎+𝑏+𝑐+𝑑
=  

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       () 

Information: 

a: the classification result is  positive with the class actually positive 

b: negative classification results with positive actual class 

c: the result of the classification is positive with the class actually negative 

d: negative classification results with the actual class positive 

2.7. Naïve Bayes Classifier 

The Naïve Bayes algorithm can be used for binary and multi-class classification problems. Naïve 

Bayes is also a classification that represents each object class based on probabilistic 

conclusions or recapitulation and finds the most likely class that is suitable for each object 

whose class will be determined from existing test objects based on attributes or variables whose 

values have been known [17]. The use of NB for classification is considered important for several 

reasons, such as: 

a) It is very easy to build because it does not require a complicated iterative parameter 

estimation scheme and this method can be directly implemented into a very large 

amount of data. 

b) Easy to interpret so that users who are less skilled in classification techniques can easily 

understand the final result obtained. 

 

Calculation of Probability and Classifier of Test Data: 

- After the data is divided into training data and test data, the standard deviation and mean 

will be calculated for each target parameter class (Diagnosis) for each attribute. 

- After the standard deviation and mean per each target parameter class (Diagnosis) per each 

attribute, will be used for the classification for test data 1.  
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- Naïve Bayes classification calculates the probability of the value of the diagnosis parameter 

based on the value of other parameters. Calculation of probability using the Gaussian Naïve 

Bayes formula: 

 

�̂�(𝑥𝑗|𝑐𝑖) =  
1

√2𝜋𝜎𝑗𝑖
 𝑒𝑥𝑝 (−

(𝑥𝑗−𝜇𝑗𝑖)2)

2𝜎𝑗𝑖
2 )        (8)

    

𝜇𝑗𝑖: mean (average) of feature values 𝑥𝑗 of examples for which c = 𝑐𝑖 

𝜎𝑗𝑖: standard deviation of feature values 𝑥𝑗 of examples for which c = 𝑐𝑖 

After the probability of each attribute is calculated, it will be multiplied into the probability of 

the diagnosis value. 

 

2.7. Machine Learning 

Machine learning is an area in artificial intelligence that deals with the development of 

techniques that can be programmed and learned from past data. Pattern recognition, data 

mining and machine learning are often used to describe the same thing. This field intersects 

with the science of probability and statistics, sometimes optimization. Machine learning is an 

analytical tool in data mining [12]. 

 

2.7. Python 

Python is a computer programming language, just like other programming languages, for 

example C, C ++, Java, PHP, and others. As a programming language, python certainly has its 

own dialect, vocabulary or keywords, and rules that are clearly different from other 

programming languages [18]. 

Python excellence:  

1) Python code is designed to be easy to read, learn, reuse and maintain. In addition, python 

also supports object-oriented programming and visual programming. 

2) Python can increase productivity and save programmers' morning time. To obtain the same 

result, Python code is much less than code written in other programming languages such 

as C, C ++, Java, PHP and others. 

3) Supports multi platforms. 

4) Through a specific mechanism, python code can be integrated with applications written 

in other programming languages. 

 

3.0 METHODOLOGY 

The methodology used in this study is divided into several stages as shown in Figure 1 [19].  

 

Fig. 1. Research Methodology Flow Diagram 
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A) Literature Study and Problem Analysis 

In the initial stage, it is done by searching for and studying library materials from journals, 

digital libraries, papers, literature books, e-books, or scientific works that can support the 

writing process. This stage is carried out obtain information related to data mining, 

classification, machine learning, python, the K-NN algorithm and the Naïve Bayes 

algorithm. Information obtained from observing problems related to the factors needed to 

be used in this study and observing studies related to data classification using the K-NN and 

the Naïve Bayes method. 

B) Data Collection 

The next stage is to prepare training and testing data taken from the Breast Cancer 

Wisconsin (Diagnostic) UCI (University of California, Irvine) Machine Learning Repository 

dataset. The system designed is a system used to classify existing breast cancer data into 

several classes, namely benign and malignant classes. The class division is used based on 

the value of each patient, namely radius, texture, perimeter, area, smoothness, 

compactness, concavity, concave points, symmetry, and fractal dimensions. 

C) Implementation and Testing 

Based on the data that has been obtained and also various references that are complete, 

the following steps are implementation and testing. The results of the system design are 

outlined in the form of program implementation which results in writing program code to 

obtain test data results. The test carried out is testing the classification accuracy generated 

by the system using the K-NN algorithm and the Naïve Bayes algorithm. Accuracy is 

measured using the k-fold cross validation method 

4.0 RESULANTS AND DISCUSSION 

4.1. Cancer Data Compilation Process 

The data used as training data and test data are data about breast cancer. There are 455 

training data consisting of 284 data on cases of benign cancer, 171 data on cases of malignant 

cancer. Based on the data obtained, the attributes used to classify are radius, texture, 

perimeter, area, smoothness, compactness, concavity, concave points, symmetry, and fractal 

dimensions. The data stored for each attribute is the measurement average (mean), standard 

error of measurement (se), and the minimum value (worst). 

4.2. Input Data and Output Data 

Input data is data that will be used as input to the system. This input data will then be processed 

using the K-NN and Naïve Bayes classification methods to determine the class of patients. The 

data used include: 

1. Radius is the distance from the edge of the cancer to the center of the cancer. The radius 

data collected are the average radius measurement (radius_mean), standard error 

measurement radius (radius_se), and minimum value of radius (radius_worst). 

2. Texture is the standard deviation of the grayscale value of the cancer x-ray results. The 

texture data collected were the average texture measurement (texture_mean), the standard 

error for measuring the texture (texture_se), and the minimum value for the texture (texture 

_sean). 

3. Perimeter is a measure of the size of the cancer core. The perimeter data collected were the 

average perimeter (perimeter_mean) measurement, the perimeter measurement error 

standard (perimeter_se), and the perimeter minimum value (perimeter_worst). 

4. Area is a measurement of the surface area of the cancer. The area data collected are the 

area measurement average (area_mean), the area measurement standard error (area_se), 

and the minimum area value (area_worst). 

5. Smoothness is the average local variation in the length of the cancer radius. Smoothness 

data collected are the average smoothness measurement (smoothness_mean), standard error 

of smoothness measurement (smoothness_se), and the minimum value of smoothness 

(smoothness_sean). 

6. Compactness is the average ratio of the volume and surface area of the cancer. The 

compactness data collected were the average compactness measurement 
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(compactness_mean), the compactness measurement standard error (compactness_se), and 

the minimum compactness value (compactness_worst). 

7. Concavity is the average level of concavity of the cancer contour. The concavity data 

collected were the average concavity measurement (concavity_mean), the concavity 

measurement standard error (concavity_se), and the minimum concavity value 

(concavity_worst). 

8. Concave points is the average number of the sunken portion of the cancer contour. The 

data for concave points collected were the average measurement of concave points 

(concave points_mean), standard error of measurement of concave points (concave 

points_se), and the minimum value of concave points (concave points_worst). 

9. Symmetry is the level of symmetry of the cancer. The data on the symmetry that is collected 

are the average symmetry_mean measurement, the symmetry_se measurement standard 

error, and the symmetry_worst minimum value. 

10. Fractal_dimension is [No explanation from dataset]. The fractal_dimension data collected 

were the average fractal dimension (fractal_dimension_mean) measurement, the fractal 

dimension (fractal_dimension_se) measurement standard, and the minimum fractal dimension 

(fractal_dimension_worst) value. 

Output Data 

Output data is output data processed from the system based on input data. The cancer grade 

states the result of the classification system against the patient. The patient class is divided into 

2 classes, namely benign and malignant. 

4.2. Python Implementation  

The data set that has been collected is then implemented in programming using python. The 

data set in csv format is then imported into the Jupiter Framework to be executed until it gets 

the classification results. The next step is to import the libraries needed in the classification 

process for the result information from python. The import libraries used are numpy and pandas. 

Import library and dataset call, shown in Figure 1. 

 

Figure 1. Import Library 

Then, the next steps are as follows: 

- Calls the SKLearn library for train_test_split, K Fold, Cross_Validation, K-NN Classifier, 

Confusion matrix, Gaussian Naïve bayes. 
- Displays CSV data into tables 
- Divide the data set into 80 percent train dataset and 20 percent test data 
- Print a score of the results of training and testing 
- Create confusion matrix and print graphs.  

The source code process can be seen in Figure 2. 
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Figure 2. K-NN Implementation 

In the same way, here is an implementation of Naïve Bayes. 

 

Figure 3. Naïve Bayes Implementation 

The results of the implementation of each method and confusion matrix are as follows: 

 

Figure 4. The Results of the K-NN classification and Confusion Matrix 
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Based on the calculation of accuracy using the k-fold cross validation for k = 10, the K-NN 

algorithm accuracy result is 0.97%. Based on the confusion matrix, it can be seen that the 

system is able to correctly classify each type of cancer, for as many as 282 benign cancers and 

as many as 159 malignant cancers.  

 

Figure 5. Classification Results and Confusion Matrix Naïve Bayes 

Based on the calculation of the accuracy using the k-fold cross validation for k = 10, the 

accuracy of the Naïve Bayes algorithm is 0.94%. Based on the confusion matrix, it can be seen 

that the system is able to correctly classify each type of cancer, for 276 benign and 152 

malignant cancers.  

 

5.0 CONCLUSION 

 

The test results of the system using the K-NN classifier were able to correctly classify 441 data 

while the Naïve Bayes classifier was able to correctly classify 428 data. The Naïve Bayes classifier 

gets a lower accuracy value than the K-NN classifier, this is due to NB's performance which 

allows for correlation and / or irrelevance of its attributes. If two or more attributes have very 

strong correlation, they receive too much weight in the final decision as to which class an 

object will occupy. This results in decreased accuracy in the domain with the correlation of its 

attributes. Whereas the K-NN classifier is based on the similarity possessed by objects based on 

the distance between the object to be determined and the object that already exists. 
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