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Abstract

Cassava is one type of plant that can be planted in tropical climates. Cassava commodity
is one of the leading sub-sectors in the plantation area. Cassava plant is the main ingredient
of sago flour which is now experiencing price decline. The condition of the abundant supply
of sago or tapioca flour production is due to the increase of cassava planting in each
farmer. With the increasing number of cassava planting in farmer's plantation cause the
price of cassava received by farmer is not suitable. So for the need of making sago or
tapioca flour often excess in buying raw material of cassava This resulted in a lot of rotten
cassava and the factory bought cassava for a low price. Based on the problem, this
research is done using data mining modeled with multiple linear regression algorithm which
aim to estimate the amount of Sago or Tapioca flour that can be produced, so that the
future can improve the balance between the amount of cassava supply and tapioca
production. The variables used in linear regression analysis are dependent variable
and independent variable . From the data obtained, the dependent variable is the number
of Tapioca (kg) symbolized by Y while the independent variableis milled cassava
symbolized by X. From the results obtained with an accuracy of 95% confidence level, then
obtained coefficient of determination (R2) is 1.00. While the estimation results almost closer
to the actual data value, with an average error of 0.00.

Keywords: sugar production, data mining, determination, simple linear, independent,
dependent

1.0 INTRODUCTION

Cassava is one of the important plantation commodities planted because as the main
raw material for making sago or tapioca flour. Currently, many farmers of northern Lampung,
especially those who have cultivated cassava so that the supply of raw materials is quite
large and causing excessive production pr oses. With many raw materials making the price
of buying cassava cheaper on the farm side this is very harmful, not only that, with its many
raw materials in the factory menghibatkn many raw materials are rotten because the
purchase is not dimbangi with melesatnya sales of production. Thus the need to improve
effectiveness in processing production to improve the production process better [2].

From the description above can be done ana lisa to cassava production data in North
Lampung regency by using data mining method . Data mining is the process of extracting
added value in the form of unknown information manually [3].

One of the data mining process that will be used is the estimation method with Linear
Regression algorithm. Estimates are estimates of a number of samples. Estimates are
additional  functfions that exist indata mining.Linear regression algorithm is a
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technique data mining to determine that there is a relationship between the variables to
be predicted with other variables [4].

Several studies that have been done before, Edy Susanto Tataming in his research stated
that regression analysis is a statistical tool that gives explanation about pattern of relationship
(model) between two or more variables [5]. Another study by Sarita Permata Dewi stated
that multiple linear regression analysis is used to predict the effect of two independent
variables or more on one dependent variable [6]. M. Fathrurahman & Haeruddin stated that
multiple linear regression analysis is one of the data analysis fechniques which is often used to
study the relationship between several variables and predict a variable [7]. Based on
the research, the research will be made using the same method of multiple linear regression
analysis because the method is more commonly used in the case study being studied.

2.0 THEORETICAL
2.1 Estimates

Estimation is to estimate a thing from a number of samples, more inclined to classification
but the target estimate variables are more numerical than in the category. System
development is done using a complete record that provides the value of the target variable
as a prediction. So the value of the target variable will be made according to the predicted
variable value.

Linear regression method is structured on the basis of relevant data relation pafterns in
the past. In general, predicted variables such as inventory, expressed as the variable sought
by this variable is influenced by the magnitude of the independent variables. The relationship
that occurs between independent variables with the variables sought is a function
Simple Linear Regression Equation:

Y=a+bX+e

Y = Forecasted value

a = Constant

b = Regression coefficient
X = Independent variable
e = Residual Value

L _NXN-E X V)
n(>X?)- (X X)?

Table.1.1 cassava and tapioca flour data

. DY -b(> X)
n

Nomor singhkhong/lkg(X|tapiolta/'lcg(Y) |¥ pred {(v-yvpred)2 V-wvrata)l
1 314 3350 G2 5000 TI4T7 00191 | 224310586 1,85E+09
2 349 3750 655450 85547 40707 | 400096289 | 1,59EHD9
E] A0 4500 S0 000 0 Q8602 00862 | 349424833 | 6,948E+O8
£ 540,020 0 102 000 0 120454 7219 450390914 8471936
5 00 520 0 100 104 0 12035900005 | 410268691 | 28643904
5 312 46500 102 492 O 123109 1087 | A25065171| 8785290
7 430 3500 27 6000 1065270 4204 | 348584936 3, 19E+H0O8
=2 518.100.0 103 0010 1244081125 | 458264456 5027025
9 433 1400 26 344 0 104840 1436 | 342107328 3,65EHIS
10,0 482 400 0 262110 1162065 4248 3998317014 | 85470025
11 474 T150 Do 00 114415 6885 | 4168300338 1,31E+H08
12 S0 566 0 100 6550 121290 95435 | 425843024 | 23049601
A2 358.145,0 F1625| 87567,31156| 254157298 1,1AE+09
A3 399 _835,0 FOeTFE| 97169,34326| 305947089 6,65E+HOS8
Jumlah 18739993 | 45346006,731| 4534606, 731| 6,285E+11| 6,43E+11
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a. Coefficient of Determination

The coefficient of determination is used to measure the extent of the model's ability to
explain the variation of the dependent variable [18].

The value of the determination coefficient (R2) has an interval between 0 and 1 (0 <
R2 < 1).If the value of R2 is close to 1, the better for the regression model and if the value of

R2 approaches 0 then the independentvariable can not explain the dependent variable as
a whole [19].

2 Z(Y_YA)Z
Ro=1l-&5——
D (Y =Y)

n2 _q_ (628492,610572,7)
(643.343.151.182,7)

=0,02308339

Coefficient of Determination Adjusted (adjusted

_ g2 _PU-R)
N-P-1
1(1-0,02308339)

R

adj

R, =0,02308339- =-0,000743845

c. Standard Estimate Error

Used to measure the error rate of the regression model formed

Se= M
' n-k

Se o \/(628.492.610.572,7)
43-2

=123810,6945

d. Standard Error Regression Coefficient

Used to measure the magnitude of the error rate of regression coefficients:

Se

sztﬁsz

Sb=

123810,6945

) (18.739.993,0)°
43

Sb, =

\/(8.447.096.942.733,0
=4,42261E-07
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e. Test F (Linearity Test)

F fest is wused to find out the relation betweenindependent variable t
with dependent variable have linear relation (significant) or not (not significant) [6]. Decision
making is done by comparing between Fcount and Ftable with significance level that is
alpha (a) equal to 5% (0,05), with confidence level generally 95% [14]. The F test is used to
test the accuracy of the model, whether the predictive value is able to describe the actual
condition:

Ho: Accepted if F count £ F taple

Ha: Accepted if F aithmetic > F table

_ RE(k-D)
- 1-R?*/(n-k)

_0,02308339/(2-1)
1-0,02308339/(43-2)

=0,968781757

Because F count (0.968781757 )> of F table (0.97) then the regression equation is
stated good (good of fit) .

f. Test t
Used to know the influence of independent variables to dependent variables.
Ho : Acceptedif t count £ 1 table

Ha: AccepTed if t count > T table

bj
Thitung = S_bj

0,230319782

g = 22~ 520778,281
4,42261E -07

Because f count ( 520778,281 )> from t table (1,943) then H o received there influence a

cassava to sago flour

Residual Plot
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Figure 1.1 Residual Plot
table 1.2 residual output
RESIDUAL OUTREUT
Predicted Starndord
Mo b i foa g V) Residowgis Residoals
1 AT 1S 149??_,DD19:I-_ -3, 1224533268
2 BS54 7, 07 ZDDDZ,-‘-'I-DTDT-' -3, 1635149706
5 SEESZ SIEe2 13592__90352_ -, 152809882
s 125356, 7219 2145 E-_,Tl"llE-E- -3, 175303368
5 120359 05 -20255, 005 -0, 165580331
& 123109, 10ET 2DE-1T_,1DE-E-E; -0, 168539739
7 1&E270,4259 135?(),429—-‘—1—-‘—';— -3, 15262612
B 124308,1123 214[)?__1122!:::- -3, 17455 7E22
o 133840, 1436 -1 8495, 1436 -3, 151201377
41 BOo22 58585 15066, 585 E-E; -0,123165535
a2 B7YS56F 31156 15 9-42.3115E-:- -3, 13032439355
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2.3 Model Testing

The model testing stage is the evaluation stage where the model of linear regression
equation is predicted how big the error. The method used in model testing is Root Mean
Square Error (RMSE). Root Mean Square Error (RMSE) is a measure used as a distinction
between predicted values and actual values. [4] Where the greater the RMSE value is, the
accuracy of a model is less or less accurate, while the smaller the RMSE the better the
accuracy of alinear regression model [20].

3.0 RESULANTS

The variables used in this research are cassava and tapioca flour/aci. Tapioca/aci starch
is classified as dependent variable because influenced by independent variable is cassava.
From the data that has been obtained known that the data used is 43 data. From the
variables that have been defined before then the dependent variable is the amount of
tapioca flour is assumed as Y, while the independent variable is cassava is assumed as X.

Results obtained from the calculation using multiple linear regression analysis is to produce
linear modely = 5079,43 + 0,23x . And the large linearity relationship generated with a 95%
confidence level, then obtained coefficient of determination (R2) is 0,02308339 .

4.0 . SUGGESTION

Based on the research that has been done in estimating the production of tapioca
flour using Liniar Regression algorithm can be used as one of the reference to know sebau pa
many tapioca that can be produced and useful to know how big the potency of tapioca
commodity in north lampung.
The variables used are dependent variable and independent variable.
The dependent variable in the data used is the assumed amount of tapioca with Y as well
as its independent variable is milled cassava assumed as X. The result of estimate of sugar
production using Gauss Elemination approach with 95% confidence level, then obtained
coefficient of determination (R2) is 0,02308339 .
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