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Abstract 

PT. Rasa Prima Sejati Wall's is a company engaged in the field of 

ice cream food and Cimory drinks. This company has various 

types of ice products and Cimory drinks to offer. Every year the 

company can create new products, especially in various flavors, 

not only that, the company guarantees the quality of the 

products it produces. The problem faced by the company is that 

the sale of available goods does not match consumer demand. 

The company also has not used predictors or plans for the sale of 

goods so that there is a buildup of goods which results in losses in 

the company. In this case the research will make predictions by 

looking at past sales data. The data taken is only sales data for 

Cimory products for the last three years from 2019-2021. Research 

using the Liner Regression method is one of the methods in the 

function of predicting sales. Linear regression is a statistical 

method used to construct a model or relationship between one 

or more independent variables X and response variable Y. The 

software used to support data processing is Rapid miner. The 

purpose of this study is to use data mining to identify the most 

popular, least popular, and desirable products or items at Pt. Rasa 

Prima so that companies can use this information as a guideline 

for managing their inventory and attending to customer 

disappointment properly available using a simple linear regression 

method, the prediction results for 2022 and Rapid Minier are 

770000. This prediction can help companies make decisions and 

reduce inventory shortages. 

 

1.0 INTRODUCTION 

PT. Rasa Prima Sejati Wall's is a company engaged in the field of ice cream food and 

Cimory drinks. This company has various types of ice products and Cimory drinks to offer. Every 

year the company can create new products, especially in various flavors, not only that, the 

company guarantees the quality of the products it produces. Companies faced by companies 

Sometimes the sales of available goods do not match consumer demand. The company also 

has not used a predictor or plan for the sale of goods so there is a buildup of goods which 

results in losses for the company. In this case, the research will make predictions by looking at 

past sales data. Predictions are very important in helping the company determine the sales of 
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goods that must be provided by the company from 2019 to 2021. If this forecasting or prediction 

is applied to part of the product design process, then the company will be more assisted in 

selling production results, because predictions can provide the best output so it is hoped that 

the risk of errors caused by design errors can be determined as much as possible. 

This study proposes using the Simple Linear Regression method[1]  this method is one of the 

methods in the function of predicting sales. Linear regression is a statistical method that is used 

to form a model or relationship between one or more independent variables X and the 

response variable Y. Regression analysis with one variable X or also called a predictor while the 

effect variable is denoted by Y or also called a response[2]. The software used to support data 

processing is Rapidminer[3]. Based on the description of the background, the writing draws the 

title "Implementation of the Liner Regression Method for Predicting Sales of Cimory Milk". 

 

2.0 THEORETICAL 

Data mining is often used in large data to find important information in data[4]. The 

application of data mining in research has been widely applied, one of which is predicting 

sales using Simple Linear Regression. One of them is by applying the science of forecasting[5]. 

Research related to predictive model analysis in the property sector has previously been 

carried out using e-commerce data and the Decision Tree and K-NN classification methods 

with results of accuracy of 75% and 71% for each method. Several other studies have 

implemented this forecasting technique by using various other methods. One of these 

prediction methods is the cascading series method. This method is a predictive method that 

estimates sales/demand in future periods using historical data. Some of the methods included 

in the time series method include : Simple Moving Average[6] Weighted Moving Average[7] 

Exponential Smoothing[8] and Linear Regression. 

Linear regression as a prediction method has been used to predict book sales and 

inventory for the coming period. In this study, a simple linear regression method will be 

implemented to predict property sales in the future period using sales data in the previous 

period. The choice of the linear regression method as a prediction method in this study is based 

on its advantages in estimating simple model parameters and data based on time series. In 

addition, this method can perform analysis using several independent variables (X) so that the 

prediction results can be more accurate. Linear regression is one of the methods used in 

production to predict or predict quality and quantity characteristics. This is because by 

estimating various product combinations, companies can maximize profits and estimate the 

right amount of production. 

 

3.0 METHODOLOGY 

3.1 Data Mining  

Data mining is a combination of several disciplines that brings together techniques from 

machine learning, pattern recognition, statistics, databases, and visualization to deal with the 

problem of retrieving information from large databases. The process of data mining or 

commonly known as Knowledge Discovery Database (KDD). KDD is often used 

interchangeably to describe the process of extracting hidden information in large databases. 

The stages of KDD in this study can be seen in Figure 1 below. 

 

 

 

 

 

 

 

 

 

 

 

Picture 1. Knowledge Discovery Database Process[9]. 

1. Data Selection, is the stage of selecting data from a series of operational data that 

must be carried out before entering the information search stage in the Knowledge 

Discovery Database[10]. The data used in this study are from 2019-2021. 
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2. Preprocessing Data Cleaning, at the data cleaning stage which includes removing 

duplicate data, and selecting consistent data and noise[11]. 

3. Data Mining, The method used in this study is the K-Means Clustering method, where 

this method partitions the existing data into one or more clusters/groups. 

4. Evaluation, At this stage, relevant data is obtained from the data mining process using 

the K-Means Clustering method. patterns or information generated from the data 

mining process in the form of rules obtained from K-Means Clustering calculations. 

5. Knowledge, At this stage, namely testing the data that has been calculated to 

determine the accuracy of the research results, and whether the data or information 

obtained contradicts the facts or hypotheses that existed before[12]. 

 

3.2 Regresi Linier 

       Linear regression is a statistical tool used to determine the effect of one or several variables 

on one variable. Variables that affect are often called independent variables, independent 

variables, or explanatory variables. The affected variable is often referred to as the dependent 

variable or the dependent variable. 

       Linear regression can only be used on interval and ratio scales. Simple Linear Regression 

Simple linear regression analysis is used to determine the effect of one independent variable 

on one dependent variable. The general equation is : Y = a + b X. Where Y is the dependent 

variable and X is the independent variable. The coefficient a is a constant (intercept) which is 

the point of intersection of the regression line and the Y axis in Cartesian coordinates. 

 

Y = a + bX  [13] 

 

b =  n(Σxy) – (Σx)(Σy) [14] 

         n(Σx²) – (Σx)² 

 

a =  Σy-b(Σx                                                                             [15] 

             n 

 

4.0 RESULANTS  

 Sales information from PT Rasa Prima Sejati was gathered for this study from 2019 to 2021. 

The data is used as the starting point for computations using a straightforward linear regression 

approach to examine sales data. The processing of the sales data will then result in special 

data that is prepared to be shaped into new information. where Table 1 has the sales 

information. 

Table 1. Sales Data  

NUMBE

R 
Mont 

PRIOD 2019 PRIOD 2020 PRIOD 2021 

SALE 

PRICE / 

PCS 

TOTAL SALES/ 

PCS 

SALE PRICE / 

PCS 

TOTAL SALES/ 

PCS 

SALE PRICE / 

PCS 

TOTAL SALES/ 

PCS 

1 JANUARY Rp3.000 200000 Rp3.300 200000 Rp3.500 250000 

2 FEBRUARY  Rp3.200 250000 Rp3.200 250000 Rp3.550 250000 

3 MARCH  Rp3.250 200000 Rp3.300 200000 Rp3.450 220000 

4 APRIL  Rp3.200 350000 Rp3.400 350000 Rp3.450 350000 

5 MAY  Rp3.100 250000 Rp3.300 250000 Rp3.550 250000 

6 JUNE Rp3.300 350000 Rp3.300 350000 Rp3.500 380000 

7 JULY Rp3.400 300000 Rp3.400 300000 Rp3.450 390000 

8 AUGUST Rp3.350 150000 Rp3.350 150000 Rp3.450 300000 

9 SEPTEMBER Rp3.200 300000 Rp3.300 300000 Rp3.450 320000 

10 OCTOBER Rp3.300 150000 Rp3.300 150000 Rp3.550 350000 

11 NOVEMBER Rp3.300 150000 Rp3.300 150000 Rp3.450 360000 

12 DECEMBER Rp3.400 100000 Rp3.400 100000 Rp3.500 320000 

 

4.1 Analysis of data calculation 

The data analysis method is a method used to manage data results to obtain a 

conclusion. By looking at this frame of mind, the data analysis technique that can be used in 

this study is a quantitative analysis using a simple linear regression method. At this stage the 

author's group data based on annual sales to simplify the prediction calculation process. Then 

after the data is grouped, the data can be added up so that it can become sales data for all 

Cimory beverage products. The following is sales data that has been grouped in tables 4 : 
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 Table 2. Group Sales Data 2019-2021 

NUMBER MONTH SALE 2019 SALE 2020 SALE 2021 

1 January 200000 200000 250000 

2 February 250000 250000 250000 

3 March 200000 200000 220000 

4 April 350000 350000 350000 

5 May 250000 250000 250000 

6 June 350000 350000 380000 

7 July 300000 300000 390000 

8 August 150000 150000 300000 

9 September 300000 300000 320000 

10 October 150000 150000 350000 

11 November 150000 150000 360000 

12 December 100000 100000 320000 

 

4.2 Data processing 

In this study, data processing was performed using regression analysis to measure the 

strength of the linear relationship between two or more variables. This design is intended to 

test how much influence the X variable has on the Y variable. 

A. Add up the previous total sales 

Add up the previous total at this stage, the author groups the number of sales of 

Cimory products from 2019-2021 along with the sales data that the author has 

grouped, the formula is : =SUM(C4:E4), and so on. 

Tabel 3. Total Sale 2019-2021 

 NUMBER MONTH Sales Amount 

1 January 650000 

2 February 750000 

3 March 620000 

4 April  1050000 

5 May  750000 

6 June 1080000 

7 July 990000 

8 August 600000 

9 September 920000 

10 October 650000 

11 November 660000 

12 December 520000 

B. Determine the X and Y variables. 

The next step is to create variables (X) and variables (Y) from the data contained in 

the following table : 

Tabel 4. Variable X dan Y 

X Y 

1 650000 

2 750000 

3 620000 

4 1050000 

5 750000 

6 1080000 

7 990000 

8 600000 

9 920000 
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10 650000 

11 660000 

12 520000 

 

In the table above, the Y value is the sales value for the last 3 years from 2019 to 2021, while 

the X value in this case is the month of the year. 

C. Determine the variables X^2 and X*Y 

The next step is to create variables (X^2) and variables (X*Y) from the data contained 

in the following table:  

Tabel 5. Variable X^2 dan X*Y 

X Y X^2 X * Y 

1 650000 1 650000 

2 750000 4 1500000 

3 620000 9 1860000 

4 1050000 16 4200000 

5 750000 25 3750000 

6 1080000 36 6480000 

7 990000 49 6930000 

8 600000 64 4800000 

9 920000 81 8280000 

10 650000 100 6500000 

11 660000 121 7260000 

12 520000 144 6240000 

    

D. Determining the Total Value for Each Attribute 

The next step is to determine the total value of the variables X, Y X^2, and X*Y, while the 

total value of each variable is as follows: 

Table 6. Total Value 

Total X Total Y Total X^2 Total X * Y 

78 9240000 650 58450000 

 

4.3 Application of the Linear Regression Method 

Table 7. Result 

Looking for value 

(a) 

Looking for value 

(b) 

Y 

843181.8182 -11258.74126 770000. 

 

4.5 Implementation Results 

The process for calculating profit predictions from selling Cimory products uses simple linear 

regression and uses Microsoft Excel 2013. The information obtained from drug sales in 2019-

2021 is as follows: 

1. Prediction of sales of Cimory Products 

2. Total sales results 

a. Cimory Sales in 2019 = 2750000 

b. Cimory Sales in 2020 = 2750000 

c. Cimory Sales in 2021 = 3740000 
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Figure 3. Display of selected data and Display of data that has changed its attributes 

 

   
Figure 4. Connecting Split Data and Linear Regression to the Apply Model and Prediction 

result display 

 

5.0 CONCLUSION 

Simple linear regression was used in this study's modeling, which was done manually. For 

the prediction of 2022, which was 770000, the findings from the simple linear regression 

approach utilizing the RapidMinier software were the same. The study's findings should help 

businesses estimate stock sales and deal with product shortages. A prediction using the simple 

linear regression approach that has an error value of less than 20% is considered to have an 

accuracy of 80% from 90% training data and 10% test data, according to the MAPE error value 

requirement. The researcher aims to use a variety of data mining techniques in further studies, 

such as classification and clustering methods, in order to obtain more accurate results. This 

research is still far from flawless because there are still not enough methods being used. 
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