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Abstract-Hyperspectral imaging is one of remote 

sensing technology that gather information from a 

wide spectrum of electromagnets called spectral 

bands, with the aim of finding objects, identifying 

materials, or detecting processes. In an effort to 

calculate the amount of rice crops can be 

harvested within a certain periode of time, we 

need to accurately predict the growing phase of 

paddy plant at that time. In determining the phase 

of the rice plant with high accuracy value, need to 

be supported with the selection of appropriate 

algorithms, and also the features selection. In this 

study, a comparison between the Decision Tree 

and Naive Bayes methods to classify the nine 

phases of rice growth based on hyperspectral 

image achieve accuracy value of 91.67% and 83% 

respectively. Based on the accuracy result, our 

new proposed method improved 6,38% accuracy 

compare to our previous research. 
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I. INTRODUCTION 

Indonesia is one of the largest agricultural 

rice producing countries in the world. Based on 

Badan Pusat Statistik (BPS-Statistics Indonesia) 

in 2017, Indonesia produces 81,073 tons of rice 

[1]. For most Indonesian people, rice is a primary 

food crop that is very important, especially in 

daily life. Time series process and accurate 

extraction of rice distribution can bring vital 

information for national food security, 

agricultural policy formulation, and regional 

environmental sustainability [2]. This condition 

will also affect other sectors because the food 

sector must be sustainable enough to sustain the 

welfare of other sectors. 

In the process of data collecting, field officer 

of the district's agricultural bureau usually 

estimates the harvest area by collect data directly 

at some rice field sample areas. The collecting and 

compiling data of the district to national level 

using conventional method is time consuming 

activity. In addition, the data collected up to the 

national level lacks its validity because the 

estimated harvested land in the district is neither 

accurate nor meticulous [3]. 

The development of remote sensing 

technology along with the hyperspectral image is 

able to overcome the obstacle in determining of 

paddy growth stages [4]. One of the utilizations of 

remote sensing technology along with 

hyperspectral image in paddy farming is in the 

development of harvesting estimation models by 

determining the growth phase of paddy in certain 

period. Hyperspectral imaging is able to 

distinguish the growing phase of plants based on 

its reflectance spectrum [5] [6]. Therefore, the 

layers of hyperspectral image are the features that 

contain reflectance values that determine the 

growth stage of paddy.  Paddy growth stages 

based on the International Rice Research Institute 

(IRRI) divided into nine phases, namely: 

Vegetative 1, Vegetative 2, Vegetative 3, 

Reproductive 1, Reproductive 2, Reproductive 3, 

Ripening 1, Ripening 2, and Ripening 3 [4] [7] [8] 

[11]. In the aim of determine paddy growth stage 

with optimal accuracy value, it need to be 

supported not only by the fitted algorithm but also 

by the right features [8]. The aim of this study is 

to classify extracted hyperspectral image into nine 

phases paddy growth stages based on IRRI using 

Decision Tree and Naïve Bayes. 

 

II. RESEARCH METHOD  

Hyperspectral sensors provide more imagery 

alternatives, and newly developed image 

processing algorithms provide more analytical 

tools, hyperspectral remote sensing is positioned 

to become one of the core technologies for 

geospatial research, exploration, and monitoring 
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[9]. Ç. Küçük [10] build a feasible phenology 

classification schema for paddy-rice using 

multitemporal co-polar TerraSAR-X images. 

Phenology 6 classes classification was conducted 

with support vector machines (SVM), k-nearest 

neighbors (kNN), and decision trees (DT). Küçük 

research obtain above 80% of accuracy. 

Takayama [11] propose semi-supervised 

classification method with hyperspectral data 

using SVM and Sparse Linear Discriminant 

Analysis (SDA) in 6 classes paddy growth stages 

data. Takayama’s research achieve up to 89,3% of 

accuracy. Singha [12] using MODIS NDVI data 

to do two classes (rice and non-rice) classification 

achieve up to 93% of accuracy. Halim [13] use 

PCA and Kernel PCA to reduce the dimension of 

6 classes hyperspectral data. Halim research 

achieve up to 93,33% of accuracy. 

 

A. Data 

The data used in this study is the 

hyperpectral image of the rice field of Subdistrict 

of Indramayu West Java Indonesia, which is also 

the data from previous research [4] [8] [14]. We 

use 1800 dataset consists of 9 classes with 126 

bands that have been filtered of 10 bands due to 

water absorption in the atmosphere [3] leaving 

116 bands remaining. The remaining 116 bands 

data, knowledge-based feature selection was 

performed in accordance with Maspiyanti et al [4] 

hence remaining the 4 bands data.  

Our 1800 data consist of balanced classes 

(veg1=200 data, veg2=200 data, veg3=200 data, 

rep1=200 data, rep2=200 data, rep3=200 data, 

rip1=200 data, rip2=200 data, rip3=200 data). The 

raw data can be seen in fig. 1, while the extracted 

data can be seen in fig. 3. The extracted data are 

the reflectance value between 0 to 0.55. In fig. 2 

we can see the graphic developed by one of the 

pixels from raw data (fig. 1) using ENVI [15].  

 

 
Figure 1. Indramayu hyperspectral imaging data 

 

 
Figure 2. Z profile from hyperspectral imaging 

 

As seen in fig. 2, the x axis are the 

wavelenghts in nanometer, while the y axis are the 

reflectances value for each x wavelength. From 

fig. 2, the green line (1) indicate the visible green 

light, the red line (2) indicate the visible red light, 

the first orange line (3) indicate the start of near 

infrared (NIR), and the second orange line (4) 

indicate the end of NIR. The cpmbination of 

visible lights (1 and 2) indicate the leaf colour, 

while the NIR (3 and 4) indicate the cell structure 

condition inside the plant (include the 

photosynthesis process). In this study, we focused 

on these 4 wavelengths value in order to 

distinguish one class to other classes. 

The high value of NIR (higher than 0.4) 

indicate the high photosynthesis process, while 

the lower NIR value indicate the early growing 

phase or the late of growing phase (nearly harvest 

phase) which has medium or low photosynthesis 

process because of the lack of leaf number (early 

growing phase) or the amount of chlorophyll is 

decreased due to leaf aging (nearly harvest time).  

    

 
Figure 3. Extracted data in .txt format file 

 

B. Method 

In this study, we use Decision Tree (DT) C 

4.5 and Naïve Bayes (NB) classifier to classify 9 

classes hyperspectral paddy data. For the DT 

classifier, we combine our previous study by 

using the range of feature value from Maspiyanti 

[4]. Our proposed method can be seen in fig. 4 

below: 
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Figure 4. Proposed Research Method 

 

The pre-processing method has been done in 

our previous study [4] [8] [14], hence this study 

focused on the classification improvement.  For 

the DT classifier, we use DT [16] [17] with 

entropy and Gain Information formula as 

described below: 

In order to develop DT model, in the first 

place we need to specify the Root Node, Child 

Nodes, and the Leaves Node. To specify the 

Selected Node (current node), compute the 

entropy value of each feature using training data, 

then compute the Information Gain value. The 

feature with the largest Information Gain value 

will become the selected node.in order to find 

Entropy value, use formula given: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  − 𝑝+ 𝑙𝑜𝑔2 𝑝+ −  𝑝− 𝑙𝑜𝑔2 𝑝−  

  (1) 

 

where: 

S : Certain class 

(p+ ) : probability of positive class 

(p- ) : probability of negative class 

 

Once we obtain the Entropy value, 

compute the Information Gain, as given formula: 

Gain (S, A)  =  Entropy (S)  − ∑
| 𝑆𝑖 |

| 𝑆 |
∗𝑛

𝑖=1

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)        (2) 

 

where: 

S  : Certain class 

A  : Certain Feature 

n  : number of A 

|Si| : number of ith of S 

|S| : total number of S 

 

Naive Bayes, for each decision class, 

calculate the probability on condition that the 

decision class is correct, according to the object 

information vector given. This algorithm assumes 

that the object attribute (feature) is independent. 

Naïve Bayes algorithm described below: 

1. The training process: compute mean and 

standard deviation:  

a. Compute mean for each feature and class, as 

given formula: 

𝜇 =  
∑ 𝑥𝑖

𝑛
    (3) 

where: 

𝜇 : mean 

n : number of data 
∑ 𝑥𝑖 : sum of data 

 

b. Compute standard deviation for each feature 

and class, as given formula: 

 

𝜎 =  (
1

𝑛−1
 ∑ (𝑥𝑖 −  𝜇)2𝑛

𝑖=1 )
2

  

 (4) 

where: 

𝜎 : standard deviation 

𝜇 : mean 

n : number of data 
∑ 𝑥𝑖 : sum of data 

 

2. Testing Process: 

a. Find probability density from the data 

testing using given normal distribution 

formula:  

P (𝑋𝑖 =  𝑥𝑖  |𝑌𝑖 =  𝑦𝑖) =

 
1

√2𝜋𝜎𝑖𝑗
e

−
(𝑥𝑖−𝑢𝑖𝑗)2

2𝜎2𝑖𝑗     (5) 

where: 

P : probability  

Xi : ith feature 

xi : ith feature value 

Yi : Certain class 

yi : certain sub-class 

𝜋 : phi 

𝜇 : mean of the entire feature 

𝜎 : variance of the entire feature 

 

b. Next step is to find Likelihood 

function, as given formula: 

𝑃(𝑋𝑖|𝑌) =  ∏ 𝑃(𝑋𝑖|𝑌)𝑛
𝑖=1    

 (6) 

where: 

P(X|Y): Probability distribution  

of each X given Y 

Xi : ith attribute or feature 

Y : Certain class 

  

Once we have the Likelihood value, we 

can compute the probability of each class in order 

to find the final probability. The NB classification 

process can be seen in fig.5. 
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Figure 5. Classification process of 4 features 

using NB 

 

C. Evaluation 

In this study, we use accuracy as the 

performance measurements method. The 

accuracy formula can be seen below: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

 (7) 

where TP is True Positive (positive classified 

as positive), TN is True Negative (negative 

classified as negative), FP is False Positive 

(negative classified as positive), FN is False 

Negative (positive classified as negative) [19]. 

 

III. RESULTS 

Our proposed method result can be seen 

in table 1 below: 

Table 1. Accuracy 

Classifier 
Classification 

Correct Incorrect Accuracy (%) 

DT 1650 150 91,67 

NB 1508 292 83 

 

In table 1, can be seen the accuracy of DT 

achieve highest value of 91,67%. From 1800 data, 

1650 data correctly classified using DT, and 1508 

data correctly classified using NB. Hence, in this 

study, DT achieved highest number of accuracies. 

From all previous study that use the same 

Indramayu hyperspectral image data, this study 

shows the highest accuracy. We combine DT with 

range of feature value knowledge based on 

Maspiyanti et. al. [4]. We use Maspiyanti et. al. 

[4] fuzzy logic membership as the range of feature 

value for each data. Hence, the accuracy improved 

by 6,38%. 

 

IV. CONCLUSION 

By using DT classifier combined by 

knowledge based provided by our previous study 

[4], this study achieve accuracy of 91,67% which 

vanquishes other previous studies that using the 

same Indramayu hyperspectral image data. As 

mentioned before, that in the aim of determine 

paddy growth stage with optimal accuracy value, 

it needs to be supported not only by the fitted 

algorithm but also by the right features. 
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