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Abstract 

imbalanced data often results in less than optimal 

classification. Also, datasets with a large number of 

attributes tends to make the classification results not too 

good, and in order get better classification accuracy results, 

one thing that could be done is to perform pre-processing 

to select the features to be used in the classification. This 

research uses information gain and gain ratio feature 

selection algorithms for the pre-processing stage prior to 

classification, and Naïve Bayes algorithm for the 

classification. The test is performed to determine the values 

of accuracy, precision, recall from the classification process 

without feature selection; accuracy value with information 

gain feature selection; accuracy value with gain ratio; and 

accuracy value with CBFS feature selection. The results are 

then compared to determine which feature selection 

algorithm gives the best results when applied to data with 

imbalanced classes. The results showed that the 

classification accuracy on the default of credit card client 

dataset using Nave Bayes algorithm was 64.27%. The 

information gain feature selection was able to increase the 

accuracy by 5.27% (from 64.27% to 69.54%), while the gain 

ratio feature selection was able to increase the accuracy 

by 14.19% (from 64.27% to 78.46%). In this case, the gain ratio 

is more suitable for data with greatly varied attribute values. 

 

1.0 INTRODUCTION 

Class imbalance happens when there is a significant difference between the number of 

classes, where the negative class is greater than the positive one[1]. This imbalance has a 

negative impact on the classification results when the minority class is often misclassified as the 

majority class because theoretically the majority classifier assumes a relatively balanced 

distribution [2]. Aside from class imbalance, another problem that often arises is the large 

number of attributes in the dataset. 

The default credit card client dataset is a dataset that stores credit card client data, starting 

from personal data, history of past payment, delayed payments, and amount of bill 

statements. This dataset has a relatively large number of attributes. The number of attributs in 

this dataset is 23. In the default of credit card client dataset, the attribute values vary widely 

and are divided inti unequal classes. The large number of attributs, especially in unbalanced 

datasets, can affect the classification performance results[3]. Based on these problems, this 

study tries to apply feature selection to increace the accuracy value. 

In this research, the algorithm that will be used is information gain and gain ratio. The 

evaluation process is carried out using k-fold cross validation to determine the effect of using 

feature selection before the classification process with the Naïve Bayes classification method. 
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The feature selection was chosen because it can overcome the problem of data imbalance 

in high dimensions data [4][5][6][7]. Several studies have found out that Feature selection could 

increase the accuracy value of the classification results [8].  

Naïve Bayes is one of the classification methods that will be used in this research. Naïve 

Bayes will be combined with two feature selection methods. With the use of feature selection, 

it is expected to be able to increase the accuracy of the classification results.  The results of 

using feature selection in classification will be compared between information gain and gain 

ratio.  

 

2.0 THEORETICAL 

2.1. Imbalanced Class &Feature Selection 

Imbalanced class is a common problem in machine learning classification process when there 

is a disproportionate ratio in each class. The types of imbalanced class algorithms are: 

a. Undersampling (balancing the dataset by reducing excessive class size) 

b. Oversampling, (Balancing the dataset by increasing the size of the rare sample). 

 

Feature selection  is one technique most important and frequent used in pre-processing. Pre-

processing is a process before the data mining process begins[9]. Main goal from selection 

feature is choose feature best from whole features used number of method selection feature 

among other :  

 

a. Information Gain 

Information Gain is defined as the effectiveness level of an attribute in classifying data. 

Mathematically, the information gain of attribute A is written as 

𝑮𝒂𝒊𝒏(𝑺, 𝑨) = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) −  ∑
|𝑺𝒗|

𝑺
𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒗)

𝒗∈𝒗𝒂𝒍𝒖𝒆𝒔(𝑨)
 

Description : 

A  : attribute 

V  : possible values for attribute A 

Values(A)   : The set of possible values for attribute A 

|Sv|   : number of samples for the value of v 

|S|   : total sample data 

 

b. Gain Ratio 

Gain ratio (GR) is a modification of the information gain that reduces its bias [9]. Information 

gain will face problems in handling attributes that have hugely varied values. To solve this 

problem, one can use another measure, i.e. the gain ratio which can be calculated based 

on the split information : 

 

𝑺𝒑𝒍𝒊𝒕𝑰𝒏𝒇𝒐𝒓𝒎𝒂𝒕𝒊𝒐𝒏(𝑺, 𝑨) = ∑ −
|𝑺𝒊|

|𝑺|
 𝑳𝒐𝒈𝟐

|𝑺𝒊|

|𝑺|

𝒄

𝒊=𝟏

 

Where S is  the data sample set, and S1 to Sc are the subsets of the data sample grouped 

based on the number of variations in the value of attribute A. Next, the gain ratio is 

formulated as information gain divided by split information. 

 

𝑮𝒂𝒊𝒏𝑹𝒂𝒕𝒊𝒐(𝑺, 𝑨) =
𝑮𝒂𝒊𝒏(𝑺, 𝑨)

𝑺𝒑𝒍𝒊𝒕𝑰𝒏𝒇𝒐𝒓𝒎𝒂𝒕𝒊𝒐𝒏(𝑺, 𝑨)
 

 

2.3. Naïve Bayes Classification 

Classification is used to assign data objects into a limited number of classes/categories, 

and can be defined as a process to put data objects into one of the categories (classes) 

previously defined [10]. The Naïve Bayes Classifier is a classification method rooted in Bayes' 

theorem. The classification method proposed by British scientist Thomas Bayes that uses 

probability and statistical methods to predicts future values based on past experience, is known 

as Bayes' theorem. The main feature of Naïve Bayes Classifier is a very strong (naive) assumption 
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of the independence of each condition/event. This algorithm assumes that object attributes 

are independent. The probabilities involved in producing final estimations are calculated as 

the sum of the frequencies from the “master” decision table. Naive Bayes Classifier works very 

well compared to other classifier models [11].  They reported that "Naïve Bayes Classifier gives 

better accuracy rate than other classifier models". The advantage of this method is that it only 

requires a small amount of training data to determine the parameter estimates needed in the 

classification process. Since it is assumed to be an independent variable, only the variance of 

a variable in a class is needed to determine the classification, not the entire covariance matrix. 

 

3.0 METHODOLOGY 

The research flow to compare various feature selection methods in the classification 

process of datasets that have imbalanced class can be seen in figure 1. 

 

Figure 1. Research Flow 

 

Figure 1 shows the flow of the research, from the collection of the dataset, to the accuracy 

of the results. The first stage in this research is the process of collecting data to be used as 

dataset, which is the default of credit card client data taken from UCI machine learning. 

Having determined the dataset, the pre-processing stage is then carried out for feature 

selection. The feature selections to be compared are information gain and gain ratio. Having 

established feature selection, a new dataset will emerge that will then be used for the 

classification process. The classification was carried out three times, the first was for the original 

dataset without being subjected to feature selection. The second classification is for dataset 

from the pre-processing using information gain feature selection, and the third classification is 

for the dataset from pre-processing using gain ratio feature selection. All three classification 

processes are carried out using Naïve Bayes method. 

Research evaluation/testing was performed by calculating the accuracy value using 10-

fold cross validation. The achievement indicator in this research shows different accuracy 

results between classification with Naïve Bayes only, Naive Bayes accuracy with information 

gain, and Naïve Bayes with gain ratio. 

 

4.0 RESULTS 

The data used in this research is public data from the UCI machine learning repository, i.e., 

the default of credit card clients. This dataset has 30,000 data records with as many as 23 

attributes:  
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X1 : amount of the given credit (NT dollar) 

X2 : Gender, (1: male, 2 : female) 

X3 : Education, (1 : graduate school, 2 : university, 3 : high school and 4 : others) 

X4 : Marital Status , (1 : married, 2 unmarried dan 3 : other) 

X5 : Age  

X6 : History of past payment for september 2005 

X7 : History of past payment for august 2005 

X8 : History of past payment for july 2005 

X9 : History of past payment for june 2005 

X10 : History of past payment for may 2005 

X11 : History of past payment for april 2005 

 

For attribute values X6 to X11, the possible values are -1, 1,2,3,4,5,6,7,8, and 9.  

 

-1 : pay on time 

1 : delay payment for one month 

2 : delay payment for two month 

3 : delay payment for three month  

4 : delay payment for four month 

5 : delay payment for five month  

6 : delay payment for six month 

7 : delay payment for seven month 

8 : delay payment for eight month  

9 : delay payment for nine month  

 

X12 : Amount of bill statement for september 2005 

X13 : Amount of bill statement for august 2005 

X14 : Amount of bill statement for july 2005 

X15 : Amount of bill statement for june 2005 

X16 : Amount of bill statement for may 2005 

X17 : Amount of bill statement for april 2005 

X18 : Amount of previous payment for september 2005 

X19 : Amount of previous payment for august 2005 

X20 : Amount of previous payment for july 2005 

X21 : Amount of previous payment for june 2005 

X22 : Amount of previous payment for may 2005 

X23 : Amount of previous payment for april 2005 

 

The distribution of data classes from the default data of credit card clients includes: 

a. 0 as 6.636 (78%) 

b. 1 as 23.364 (22%) 

 

The 0 in the dataset class means the payment default is 'no' and 1 is 'yes'. From the class division, 

it is clear that the dataset is imbalanced because the majority contain 0 (as high as 78%) which 

is very high compared with the value of 1 which is only 22%. 

 

Examples of data used in this research can be seen in figure 2. 
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Figure 2. Sample data of credit card clients 

 

The study was conducted using rapid miner machine learning tools to see the accuracy 

of the use of feature selection in unbalanced datasets using naïve bayes classification. 

 

4.1 Testing 

The first test was performed for the classification of the default dataset of credit card 

clients using the Naïve Bayes classification method. The classification is done without feature 

selection and the results were then tested. The test is performed using k-fold cross validation to 

determine the accuracy value of the classification results. The accuracy of the classification 

results is shown in Figure 3. 

 

 
Figure 3. Classification accuracy of naïve bayes 

 

Figure 3 shows that the accuracy value is 64.27%, which is considered not too high, so 

other methods are needed to increase the accuracy value, one of which is by performing 

feature selection as one of the pre-processing methods on the dataset before performing the 

Naïve Bayes classification process. 

The next test utilizes one of the feature selection methods, i.e., information gain. The 

dataset used is still the same as the previous one. The weights of the attributes resulted from 

feature selection process using the information gain method is shown in table 1. 
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Table 1. Weighting attribute Information Gain 

Attribute Weight 

X1 0,010 

X2 0,001 

X3 0,003 

X4 0,001 

X5 0,002 

X6 0,076 

X7 0,060 

X8 0,050 

X9 0,042 

X10 0,040 

X11 0,032 

X12 0,001 

X13 0,001 

X14 0,001 

X15 0,001 

X16 0,001 

X17 0,000 

X18 0,013 

X19 0,013 

X20 0,011 

X21 0,010 

X22 0,006 

X23 0,008 

 

From table 1, it is clear that of the 23 attributes used, the X6 attribute has the biggest 

value of 0.076, while the smallest of all attributes is the X17 with a value of 0.000. Some attributes 

appear to have relatively small values so that they do not have much effect on the 

classification process. In this research, the top 12 attributes with biggest values were selected, 

and based on the results of information gain, the 12 attributes are: X6, X7, X8, X9, X10, X11, X18, 

X19, X20, X1, X21, and X23. 

Having selected the top 12 attributes, those attributes were then classified using Naïve 

Bayes classification method. The results of the classification using the new dataset can increase 

the accuracy of the classification results. The accuracy before using feature selection is 64.27% 

while classification accuracy using information gain is 69.54%.  So it is clear that information 

gain can increase accuracy by 5.27%. The results of accuracy testing in rapid miners are shown  

in Figure 4. 

 
Figure 4. Accuraty of naïve bayes with information gain 

 

The next test is performed by using another feature selection method, i.e. the gain ratio. 

The dataset used is still the same as the dataset for the previous test. The values obtained 

through the feature selection process using the gain ratio method are shown in table 2. 
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Table 2. Weighting attribute Gain Ratio 

Attribute Weight 

X1 0,028 

X2 0,001 

X3 0,002 

X4 0,001 

X5 0,048 

X6 0,153 

X7 0,101 

X8 0,146 

X9 0,086 

X10 0,146 

X11 0,156 

X12 0,032 

X13 0,045 

X14 0,028 

X15 0,029 

X16 0,030 

X17 0,146 

X18 0,028 

X19 0,028 

X20 0,028 

X21 0,032 

X22 0,025 

X23 0,028 

 

From table 2, it is clear that the largest value of the 23 attributes attribute X11 (History of 

past payment in April 2005) with a value of 0.156. While the smallest value of all attributes is X2 

(gender) and X4 (marital status) with a value of 0.001. Some attributes seem to have relatively 

small values so as to have much effect on the classification process. In this research, the top 12 

attributes with largest values were selected, and based on the results of the gain ration, the 12 

attributes are X11, X6, X17, X10, X9, X7, X9, X5, X13, X21, X12, and X16.  

Having selected the top 12 attributes, those attributes were then classified using Naïve 

Bayes classification method. The results of classification using the new dataset are shown to 

increase the accuracy of the classification results. The accuracy before using feature selection 

is 64.27% while the classification accuracy using gain ratio is 78.46%, so the gain ratio gives an 

increased accuracy of 14.19%. This value is much higher when compared with the results of 

information gain feature selection (with an accuracy of 5.27%). This could happen because in 

theory, Information gain tends to have problems with attributes with greatly varied values. And 

the attributes of the dataset used in this research vary greatly so that the increase in accuracy 

is not too significant. The results of accuracy testing in rapid miners are shown in Figure 5. 

 

 
Figure 5. Accuraty of naïve bayes with gain ratio 

 

Based on the results of the study, it can be seen a comparison of the accuracy of 

various tests as shown in Table 3 while the accuracy comparison chart can be seen in Figure 6. 
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Table 3 comparison of accuracy results 

Method accuracy 

Naïve Bayes 64,27% 

Naïve bayes + Information Gain 69,54% 

Naïve Bayes + Gain Ratio 78,46% 

 

Based on figure 6, it can be seen that the highest accuracy is when the classification is 

carried out by utilizing the feature selection gain ratio method. The lowest accuracy is when 

the classification is carried out without the use of feature selection. 

 

  
Figure 6. Accuracy Comparison Chart 

 

The presentation of differences in classification accuracy results can be clearer when 

viewed from the graph. Through figure 6, it can be easily seen the difference in accuracy results 

between the use of the naïve bayes method alone, the naïve bayes method which is 

combined with the feature selection of information gain and the naïve bayes method 

combined with the feature selection of gain ratio. Based on figure 6, it can be seen that the 

greatest accuracy is the use of the naïve bayes method combined with the selection of the 

gain ratio feature. 

 

5.0 CONCLUSION 

Based on the discussion that has been described, it can be concluded that feature 

selection is one way that can be used to increase the accuracy value of the classification 

results. Feature selection is done by selecting the best features in the dataset. After going 

through several tests using feature selection, it can be said that the best feature selection for 

attributes whose values vary is the gain ratio. Information gain is only able to slightly increase 

the value of accuracy because information gain is not suitable for datasets that have varying 

attribute values. The results of classification accuracy on the default of credit card client 

dataset using Naïve Bayes are 64.27%. The information gain feature selection can increase 

accuracy by 5.27% (from 64.27% to 69.54%). The gain ratio feature selection can increase 

accuracy by 14.19% (from 64.27% to 78.46%). Gain ratio is more suitable for data whose 

attribute values vary widely 
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