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Abstract 

Feature extraction is the most important step in the 

classification process. Feature extraction is a method to 

obtain some statistical features about the image. The level 

of accuracy in the classification depends on the feature 

extraction. For detecting COVID-19, there are many 

features that can be used to classify them, including 

morphological feature extraction, first-order and second-

order textures (GLCM). In this research, some features are 

used such as eccentricity, metric, mean, variance, 

skewness, contrast, correlation, energy, and homogeneity, 

which are then classified by the K-Means Method. The 

morphological feature data for cluster 1 is 98 data points 

and cluster 2 is 32 data points. The first-order texture feature 

data for cluster 1 is 88 data points, and cluster 2 is 42 data 

points. The last one uses GLCM data for cluster 1, and there 

are 75 data points, while cluster 2 has 55. From the 

calculation of accuracy, sensitivity, specificity, precision, 

and recall, the highest value is 50% for first-order texture 

extraction data, while the morphological feature extraction 

and GLCM data are 49.23% and 47.69%.  

 

1.0. INTRODUCTION 

Lungs that have been exposed to COVID-19 should be examined further using medical 

imaging technologies, such as CT-scan (Computerized Tomography Scan). The acquired 

image or the recorded chest CT scan results can be helps clarify the strong suspicion of lung 

abnormalities. The CT scan is an important data in the practice of neuroradiology because of 

its accurate procedures. Technology gives the advantage of digital image processing so that 

the results obtained become more accurate [1]. There have been a number of studies that 

have used digital image processing to identify COVID-19. Li et al., in 2020, collected 352 chest 

CT scans from 3322 patients. The patients' mean age (6 standard deviations) was 49 years and 

6 months, with slightly more males than females (1838 vs. 1484, respectively; P = 0.29).In the 

independent test set, the sensitivity and specificity per scan to detect COVID-19 are 90% 

(confidence interval 95% [CI]: 83%, 94%, 114 of 127 scans) and 96% (confidence interval 95% 

[CI]: 93%, 98%, 294 of 307 scans), respectively, with an area under the characteristic curve 

receiver operation of 0.96 (P,.001).Sensitivity and specificity per scan for detecting CAP in the 

independent test set were 87% (152 of 175 scans) and 92% (239 of 259 scans), with an area 

below the receiver operating characteristic curve of 0.95 (95%) (CI: 0.93, 0.97)[2]. Ko et al. built 

a simple 2D deep-learning framework, named "network fast-track COVID-19 classification 
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(FCONet), developed to diagnose COVID-19 pneumonia based on a single chest CT image. 

FCONet was developed with deep-learning transfer using one of four pre-trained deep-

learning models (VGG16, ResNet-50, Inception-v3, or Xception) as the backbone. For training 

and FCONet testing, we collected 993 chest CT images of patients with pneumonia COVID-19, 

other pneumonia, and non-pneumonia diseases from the hospitals of Wonkwang University, 

Chonnam National University Hospital, and the general database of the Italian Society of 

Medical Radiology and Intervention. This CT image is divided into a training set and a test set 

with a ratio of 8:2. The diagnostic performance of the four FCONet models previously trained 

to diagnose COVID-19 pneumonia was combined for the test data set. Other than that, this 

study tested the FCONet model on an external test data set extracted from embedded low-

quality chest CT images for pneumonia COVID-19 in a recently published paper. Between four 

pre-trained FCONet models, ResNet-50 demonstrated excellent diagnostic performance 

(99.58% sensitivity, 100.00% specificity, and 99.87% accuracy) and outperformed the other three 

pre-training models in the test data set. On additional external test data sets using low-quality 

CT imagery, the detection accuracy of the ResNet-50 model is the highest (96.97%), followed 

by Xception, Inception-v3, and VGG16 (90.71%, 89.38%, and 87.12%, respectively) [3].  Ardakani 

et al., developed a fast and valid method that is recommended for the diagnosis of COVID-19 

using artificial intelligence-based techniques. 1020 CT slices of 108 patients with laboratory-

proven COVID-19 (the COVID-19 group) and 86 patients with atypical pneumonia and other 

viruses (the non-COVID-19 group) were included. Ten neural networks. The well-known 

convolutional method is used to differentiate COVID-19 infection from non-COVID-19 groups 

including AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, 

ResNet-50, ResNet-101, and Xception. Between all the networks, the best performance was 

achieved by ResNet-101 and Xception. ResNet-101 can distinguish COVID-19 from non-COVID-

19 cases with an AUC of 0.994 (sensitivity, 100%; specificity, 99.02%; accuracy, 99.51%). Xception 

reached an AUC of 0.994 (sensitivity of 98.04%; specificity, 100%; accuracy, 99.02%). However, 

the performance of the radiologist was adequate with an AUC of 0.873 (sensitivity of 89.21%; 

specificity of 83.33%; accuracy of 86.27%). ResNet-101 can be considered as a sensitivity model 

to characterize and diagnose COVID-19 infection and can be used as a tool in the radiology 

department [4]. To improve the accuracy of detection and procedure, a three-phase 

detection model was proposed by Ahuja et al. Phase 1-data augmentation using stationary 

wavelets, Phase 2-COVID-19 detection using a trained CNN model, and localization of Phase 

3 abnormalities on CT scan images. This work has considered well-known trained architectures 

such as ResNet 18, ResNet 50, ResNet 101, and SqueezeNet for evaluation experimental. In this 

work, 70% of the images are considered to train the network, and 30% of the images are 

considered to validate the network. Excellent architectural performance is considered and 

evaluated by calculating common performance measures. The results of the experimental 

evaluation confirmed that deep-learning transfer-based models ResNet18 offers better 

classification accuracy (training = 99.82%, validation = 97.32%, and testing = 99.4%) on the 

image dataset that is considered compared to alternatives [5].  

Based on the radiographic changes of COVID-19 on CT images, Wang et al. hypothesized 

that artificial intelligence deep-learning methods might be able to extract COVID-19 specific 

graphic features and provide clinical diagnosis prior to pathogen testing, thus saving critical 

time for controlling disease. To test this possibility, 453 CT images of confirmed cases of COVID-

19 by the pathogen were compared with those previously diagnosed with common viral 

pneumonia. 217 images are used as a training set and the initial deep migration model is used 

to build the algorithm. Internal validation achieves a total accuracy of 82.9% with a specificity 

of 80.5% and an 84% sensitivity. An external test dataset shows an accuracy of 73.1% with a 

specificity of 67% and a sensitivity of 74%. This result shows the great value of using deep-

learning methods to extract radiological graphic features for the diagnosis of COVID-19 [6]. In 

his research, Panwar et al., considered three data sets known as 1) Chest X-ray-COVID, 2) CT-

scan SARS-CoV-2, and 3) X-ray Images of the Chest (Pneumonia). From the results obtained, 

the deep learning model that was proposed to be able to detect positive cases of COVID-19 

within 2 seconds, more of the RT-PCR assay currently used to detect cases of COVID-19. We've 

also found links between COVID-19 patients and patients with pneumonitis, and we're looking 

for patterns between pneumonia radiology images and COVID-19. In all experiments, we have 

used the approach of Grad-CAM-based color visualization to clearly interpret and take further 

action on detected radiological images [7]. In Loey et al.'s study, five neural network-based 

models convolutional in different ways (AlexNet, VGGNet16, VGGNet19, GoogleNet, and 
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ResNet50) have been selected for investigation to detect Coronavirus-infected patients using 

digital CT radiographic images of the chest. Classic data augmentation along with CGAN 

improves performance classification across all selected deep transfer models. The research 

result shows that ResNet50 is the most appropriate deep learning model to detect COVID-19 

from a limited CT chest dataset using classic data augmentation with a test accuracy of 82.91% 

and a sensitivity of 77.66% [8]. The achieved accuracy of the model proposed by Jaiswal et al. 

is 97%. However, the accuracy obtained from VGG-16 and Resnet 152V2 was 96% and 95%, 

respectively. A 1% improvement has been achieved from the model proposed when 

compared to the competitive model. However, when we apply the proposed model to a 

larger population size, even a 1% performance gain can save many lives. Due to the fact that 

CT scans are available in most medical institutions, the proposed model can improve the 

COVID-19 testing process. Therefore, the model that is proposed can act as an alternative to 

various testing devices [9].  

With the latest technology, we can take advantage of digital image processing so that 

the results obtained become more accurate. In this study, the chest CT-scan process requires 

2 additional processes so that information related to the detection of COVID-19 in exposed 

lungs can be more easily detected using digital image processing [10]. To find more 

information, it is necessary to extract data features from the chest CT-scan data. scan to make 

it easier to diagnose COVID-19. To perform detection, there are several stages carried out, 

namely, preprocessing, segmentation, feature extraction, and classification.  

Feature extraction is the most important step in the classification process. Feature 

extraction is a method to obtain some statistical features about the image. The level of 

accuracy in the classification depends on the feature extraction. For detecting COVID-19, 

there are many features that can be used to classify them, including morphological feature 

extraction, first-order and second-order textures (GLCM). Therefore, our approach differs from 

other research, which is we extract some features such as eccentricity, metric, mean, 

varriance, skewness, contrast, correlation, energy, and homogeneity and then classified by the 

K-Means Method.  

 

2.0. THEORETICAL 

2.1. Feature extraction 

Feature extraction is the process of determining the characteristics of an image by 

mapping the original features into new features that are expected to distinguish it from other 

objects. At this stage, three feature extractions are used, namely morphological features, first-

order texture features, and second-order texture features (GLCM) [11]. Picture processing is 

based on the shape of the image via morphological extraction. Several criteria, including area, 

perimeter, eccentricity, and metric, are employed to derive morphological traits. The 

extraction of texture features can help differentiate one object from another. There are two 

statistical characteristics in texture features: first order and second order. The first order is 

typically used to discern macrostructural textures (local pattern repetition that happens on a 

regular basis), whereas the second order (GLCM) is typically based on the probability of a 

relationship between two pixels at a distance. Kurtosis, variance, skewness, and mean are 

among the properties of the first order, whereas contrast, correlation, energy, and 

homogeneity are among the features of the second order (GLCM) [12]. 

 

2.2 Morphological feature extraction 

Morphological feature extraction is used to see the shape characteristics of the image. 

The following are some of the properties of the features employed and their equations [13]: 

• Eccentricity 

 Eccentricity is defined as the ratio of the distance between the ellipse's foci to the 

length of its major axis, where 0 represents a circle and 1 represents a line segment. The 

circularity metric is determined using eccentricity for an ellipse with the same second 

moment as the nodule region. An eccentricity value can be calculated using the 

equation that is written in Equation 1. 

                                                                                                                                              (1) 

  Where: 

  e = eccentricity 

  b = minor foci ellips length 
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  a = major foci ellips length 

 

• Metric 

A metric is a value that is used to compare the perimeter and area of an object. The 

metric value might be anything between 0 and 1. Equation 2 can be used to calculate 

the metric value. 

                                                                           (2) 

 

2.3. First-order texture features 

First-order texture feature extraction has a certain pattern from a pixel that appears 

repeatedly with a certain direction and distance interval. This feature is based on the histogram 

characteristics of the image. The following are some of the feature parameters used [14]: 

• Mean 

The average of the histogram image intensity which shows the size of the disparse of 

the image. The mean value can be calculated using equation 3. 

                                                                   (3) 

• Variance 

It is the variation of elements in the histogram of an image. The variance value can be 

calculated using equation 4. 

                                              (4) 

• Skewness 

Skewness is the level of the relative slope of the histogram curve of the image. The 

skewness value can be calculated using the fifth equation. 

                                          (5) 

 

2.4. Gray Level Co-occurrence Matrix (GLCM) 

The GLCM technique is a statistical function of second order. Based on the brightness value 

of the pixels in the image, GLCM is used to calculate the number of pixel pairs with different 

positions. A co-occurrence matrix can be used to derive numerous textural features using this 

method, including the following [15]:  

• Energy 

Energy is used to determine the intensity of gray with a measure of the concentration 

of a particular pair. The energy value can be calculated using equation 6. 

                                                            (6) 

• Contrast 

Contrast is a calculation related to the amount of intensity variation in the gray image. 

The contrast value can be calculated using equation 7. 

                                                    (7) 

 

• Homogeneity 

Homogeneity is used to determine the number of gray levels that are getting higher. 

The homogeneity value can be calculated using the equation 8. 

                                             (8) 

 

• Correlation 

A correlative calculation is a calculation to provide an indication of the linear structure 

in the image by showing a linear dependence of the degree of gray. The equation 9 

can be used to calculate the correlation value. 
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                                                   (9) 

  Where: 

  i  = row 

  j  = column 

  P(i,j)  = i is row element and j is column element of the matrix 

  𝜇x  = rows mean   

  𝜇y  = columns mean 

  𝜎x = variance value is calculated by row 

𝜎y = variance value is calculated by column 

 

2.5. K-Means Algorithm 

The K-Means algorithm was introduced by J.B. MacQueen in 1976. This method partitions 

data into clusters so that data with the same characteristics is grouped into the same cluster 

and data with different characteristics is grouped into other groups [16]. Here are the steps of 

the K-Means algorithm [16]: 

Step 1: Determine the number of K-clusters that you want to form. 

Step 2: For the initial cluster center (centroid), generate k random values. 

Step 3: Calculate the distance of each input data point to each centroid using the Eucledian 

distance formula (Eucledian Distance) to find the closest distance from each data point to the 

centroid. Here is the Eucledian Distance equation (Equation 10): 

                                                            (10) 

Step 4: Classify each data set based on its proximity to the centroid (smallest distance). 

Step 5: Recalculate the centroid value. The new centroid value is obtained from the average 

of the cluster in question using the formula shown in equation 11: 

                                                     (11) 

Where: 

 = new centroid on iteration to (t+1) 

 = data in cluster  

Step 6: Repeat steps 2–5 until the members of each cluster remain constant. 

Step 7: If step 6 has been fulfilled, then the average value of the cluster center (j) in the last 

iteration will be used as a parameter for the Radial Basis Function in the hidden layer. 

 

3.0. METHODOLOGY 

The digital image processing technology was used as shown in Figure 1 perform some steps 

involved in this research. The image that was obtained was previously converted to a different 

image format and lowering the noise in order to improve the extraction result. 

 

Dataset 

(CT-scan image)

Image 

Pre-processing
Feature Extraction Classification

 

Figure 1. Block diagram of digital image processing of covid and non-covid classification 

 

3.1. Dataset 

The dataset used in this research came from Maftouni et al.'s paper in May 2021 [17]. The 

data itself is a digital CT-scan image of the lungs of COVID and non-COVID patients and is 

available online via https://github.com/maftouni/Curated_Covid_CT.git[18]. The datase is a 

CT-scan image of the lungs in PNG format, which has a size of 390x280. The data is 130 samples, 

which consists of two classes, namely 55 non-COVID data and 75 COVID data. The dataset is 

used as input for processing at the preprocessing, segmentation, and feature extraction 

stages. An example of a CT-scan image of the lungs is shown in Figure 2. 

https://github.com/maftouni/Curated_Covid_CT.git
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Figure 2. COVID and non-COVID chest CT-ccan image 

3.2. Image Pre-processing 

In order to prepare the image for use in the following phase, image pre-processing aims 

to improve the image data by suppressing undesired distortions such as color transformation, 

filtering, segmentation, and scaling. This procedure (Figure 3) was completed in six steps. 

CT-scan image Noise filter Edge detection Median filterNormalization Threshold
 

Figure 3. Block diagram of image pre-processing 

 

Figure 3 shows that there are numerous phases of pre-processing on the computer. The 

following is an explanation of some of the preprocessing procedures used in this study:  
• Load dataset CT-scan image of the lungs in grayscale format. 

• Using the smooth filter, reduce noise by replacing each pixel with the average of its 3x3 

neighbors. 

• Using a Sobel edge detector, perform edge detection to locate the edges in a picture. 

As a result, the final image is more clear. 

• Performing the picture normalization procedure by varying the image on a scale of 0 

to 1. 

• Using the threshold approach, convert a grayscale image to a binary image by 

replacing each pixel in the image with a value of 0 (for a typical black intensity) or 1 

(for a typical white intensity). The lung image and background profiles would be 

displayed in white and black intensity, respectively. 

• By replacing the gray level of each pixel with the median of the gray levels in the pixels' 

vicinity, a non-linear filter, especially the median filter, is used to reduce the noise of the 

resulting mistake without affecting image sharpness. 

 

 

Figure 4. Output image from noise filter process 

 

 

Figure 5. Pre-processing output image  

 

3.3. Feature Extraction 

Feature extraction is the most important step of classification, because good features. It 

can increase the level of accuracy, and features that are not good can worsen it accuracy. It 
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is known that there are several stages of feature extraction in this study. The following is an 

explanation of several stages of feature extraction: 

• The image data produced is the first stage, the input of the feature extraction 

processing has gone through the preprocessing and segmentation stages, with the final 

result of the process It is a binary image with the lung foreground. The foreground is an 

important part of producing some feature features that are used as information that 

determines the value criteria of the COVID-19 image. There are three features that The 

metrics used in this study were morphology, first-order texture, and GLCM. 

• In the second stage, the results of the segmentation image are processed using 

morphological features to look for characteristic values, namely eccentricity and 

metric. 

• In the third stage, the results of the segmentation image are processed using first-order 

texture features to look for characteristic values, namely variance, skewness, and 

mean. Finally, the segmentation image results are processed using the GLCM feature 

to we are looking for characteristic values, namely contrast, correlation, energy, and 

homogeneity. Some of the data from the feature extraction is shown in Figure 6. 

 

 

Figure 6. Data from the feature extraction process 

 

3.4. Classification 

Classification is a process that provides conclusions to categorize classes. There are two 

classes used in the classification process, namely non-covid and covid. In the process of 

classifying features, there are several stages, namely: 

• Input csv data contains the value of feature extraction that has been categorized by 

class. 

• Determine the value of K. 

• Get the number of data points in each cluster. 

• Get the average value (centroid) from each cluster. 

• Get the clustering visualization. 

• Analyzing the cluster results. 

 

4.0. RESULTS AND DISCUSSION 

The results of clustering feature extraction dataset using the K-Means algorithm are shown 

in Figure 7. The value of K is determined to be 2, adjusted for the number of classes desired, 

namely non-covid and covid. Section 1 shows the size or number of data points in two clusters 

of data. Section 2 presents the mean (centroid) of each cluster. Section 3 contains a clustering 
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vector that shows the vector contains the numbers 1 and 2 according to the K value that was 

determined at the beginning. In the results of the clustering vector, if the value is 1, it means 

that the data is allocated to the first cluster, while if it is numbered 2, the data is allocated to 

the second cluster. The eccentricity and metric feature dataset clustering visualization is shown 

in Figure 8, for the variance, mean, and skewness feature dataset clustering visualization is 

shown in Figure 9, and finally, the GLCM feature dataset clustering visualization is shown in 

Figure 10. 

 

Figure 7. Clustering result of feature extraction dataset 

 

Figure 8. Clustering visualization of morphology feature (metric and eccentricity) 

 

In the plot of Figure 8, the centroid of the two clusters is symbolized as  and  having a 

slightly larger size than the symbol for each cluster. Two clusters are delimited by ellipses. The 

first and second clusters show overlapping data, namely the 27th, 10th, 42nd, 104th, 50th, and 

84th data. In the second cluster, the 110th data point is located at the bottom left of the cluster, 

which indicates this data has the smallest eccentricity and metric value compared to other 
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data. In the first cluster, it is clear that the 37th data has the highest metric values. The results of 

the GLCM clustering using the contrast, energy, homogeneity and correlation features are 

presented in Figure 9. In the clustering results in Figure 9, there are six feature combinations, 

among the six feature combinations that present cluster visualizations that do not overlap 

between the data are clustering according to homogeneity and contrast. 

The results of clustering based on the variance, mean, and skewness features produce 3 

combination plots that shown in Figure 10. The combination is between variance and skewness, 

variance and mean, and skewness and mean. The results of clustering based on variance and 

skewness show that there is no overlapping data between the first and second clusters. In the 

second cluster, the 112th data plot is located at the lower right end of the cluster, which shows 

the smallest variance value in its class. The results of clustering based on variance and mean 

indicate that there is overlapping data between the first and second clusters. In the second 

cluster, the 114th data plot is located at the upper right end of the cluster which shows it has 

the highest mean and variance in its class. In the first cluster the 18th and 36th data plots have 

the smallest mean and variance values compared to other data. Similar to the results of the 

variance and skewness clustering, the results of the skewness and mean clustering also do not 

show any overlapping data. The 126th, 114th, and 95th data plots are the data with the smallest 

skewness and mean values compared to the whole data set. From the overall results of the 

clustering combinations from Figures 8, 9 and 10, it shows that there are three feature 

combinations whose cluster results do not overlap, there is the combination of skewness and 

variance, mean and skewness and homogeneity and contrast. 

 

Figure 9. Clustering visualization of GLCM (contrast, correlation, energy, and homogeneity) 
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Figure 10. Clustering visualization of first-order texture (variance, mean and skewness) 

To find out how accurate the K-Means algorithm is in grouping data with data from gas 

sensor monitoring results, measurements of accuracy, sensitivity, specificity, precision, and 

recall are carried out. Accuracy measurement is the ratio of correct predictions (positive and 

negative) to the overall data. Accuracy values obtained through equations 10, 11, 12, 13, and 

14. 

                                                              (10) 



 

IJISCS | 181  

 

                                                                                 (11) 

 

                                                                               (12) 

 

                                                                                 (13) 

 
                                                                                        (14) 

Where: 

TP: True positive, TN: True negative, FP: False positive, FN: False negative. 

 

From the experiments that tested, the values of TP, TN, FP, and FN were the result of the 

combined values between training data and test data. The values of TP, TN, FP, and FN as 

shown in Table 1 were obtained through a confusion matrix comparison of the results of the 

clustering performed by the K-Means algorithm with the data from the extraction of features 

of morphology, first-order texture, and GLCM. The results of clustering of morphological feature 

data and GLCM showed that the TP value was lower than the FN value, so it did not have a 

significant effect on the sensitivity value. Meanwhile, in first-order texture data, the TP, TF, FP, 

and FN values are the same, so they do not have a significant effect on the sensitivity and 

specificity values. Then the TN value is also lower than the FP value, so it does not affect the 

specificity value. 

 

Table 1. Feature Classification Performance Using the K-Means Algorithm 

Feature 

extraction 

data: 

 

TP 

 

TN 

 

FP 

 

FN 

 

Accuracy 

 

Sensitivity 

 

Specificity 

 

Precision 

 

Recall 

Morphology 64 64 66 66 49.23% 49.23% 49.23% 49.23% 49.23% 

First-order 

Texture 

65 65 65 65 50% 50% 50% 50% 50% 

GLCM 62 62 68 68 47.69% 47.69% 47.69% 47.69% 47.69% 

From the calculation of accuracy, sensitivity, specificity, precision, and recall, the highest value 

is 50% for first-order texture extraction data, while the morphological feature extraction and 

GLCM data are 49.23% and 47.69%. 

 

5.0. CONCLUSION 

Clustering of the feature extraction data of the Covid-19 lung CT-scan image was 

successfully carried out using the K-Means algorithm with different variations of the clustering 

results. The morphological feature data for cluster 1 is 98 data points and cluster 2 is 32 data 

points. The first-order texture feature data for cluster 1 is 88 data points, and cluster 2 is 42 data 

points. The last one uses GLCM data for cluster 1, and there are 75 data points, while cluster 2 

has 55. The results of clustering of morphological feature data and GLCM showed that the TP 

value was lower than the FN value, so it did not have a significant effect on the sensitivity value. 

Meanwhile, in first-order texture data, the TP, TF, FP, and FN values are the same, so they do not 

have a significant effect on the sensitivity and specificity values. Then the TN value is also lower 

than the FP value, so it does not affect the specificity value. From the calculation of accuracy, 

sensitivity, specificity, precision, and recall, the highest value is 50% for first-order texture 

extraction data, while the morphological feature extraction and GLCM data are 49.23% and 

47.69%. From the overall results of the clustering combinations there is combination of skewness 

and variance, mean and skewness and homogeneity and contrast. The use of other features 

to be used as features extracted from CT-scan images of COVID-19 lungs The use of the form 

feature allows it to be used in order to improve the accuracy of performance in the 

classification process. The use of KNN, SVM, FK-NNC, and ANN backpropagation methods 

needs to be tested so that it can be determined if they have a significant effect on the 

prediction results. 
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